
MTH 324, Lab #8, Fall 2022  Name ______________________________________ 
 
Instructions: Follow along with the tutorial portion of the lab. Replicate the code examples in R on your 
own, along with the demonstration. Then use those examples as a model to answer the 
questions/perform the tasks that follow. Copy and paste the results of your code to answer questions 
where directed. Submit your response file and the code used (both for the tutorial and part two). Your 
code file and your lab response file should each include your name inside. 
 
ANOVA 
We have seen some ANOVA output from R in class lectures, so in this lab we are going to provide some 
examples of running the ANOVAs ourselves.  One of the main issues we are going to run into is if the 
data is not already in a spreadsheet, the data for ANOVA common in textbooks are not necessarily set 
up to easily calculate the test in R. You may find it easier to set the data up in Excel and then import it 
into R for analysis. If you’ve done ANOVA tests in Excel, we actually need to reverse the common Excel 
format. 
 
Consider the data shown from Excel: 
 

 
 
In R, what we will want is two columns of data. One column that indicates the flavor factor variable, and 
one column that indicates the measurement. 
 
A sample of the data in correct format is shown here. 

 



The data we will work with for our examples will be the mtcars data (we will replicate many of the 
examples we did in class, or variations of them), so it is already in the appropriate dataframe format. In 
a two-way ANOVA, there will be two columns of factor variables, etc. We will encounter problems in the 
wrong format particularly in the homework (and maybe in the examples for this lab) because the display 
in a compact table is better for a textbook, and easier to work with if calculated by hand. In the world of 
real data, the dataframe format will be more common. 
 
The ANOVA function in R will not work if both variables are numeric, one must be treated as a factor.  
Sometimes when we import data, this will happen when we don’t want it to, but we can make a 
variables in a dataframe into a factor (string) variable by using the function factor() or as.factor(). If the 
data is already in the form of a string then this step should not be necessary.  We encountered a similar 
issue when we created comparative boxplots. 
 
To run the ANOVA, we use the function aov(). We need to specify which numerical variable is being 
modeled by which factor variable. We can do this by putting a ~ between the column names, and 
specifying the dataframe.  Then we use the summary() function to print the results. 
 

 
 
The variable being modeled goes in front of the ~ and the factor variable after it.   Recall that our 
hypothesis test we are conducting is that all the means are the same in the null hypothesis, and the 
alternative is that one mean is different. 
 

 
 
Our P-value is much less than the standard significance level of 0.05, and so we know that at least one 
mean is different. 
 
To determine which one is different, or if they are all different, then we need to apply Tukey’s method 
to obtain confidence intervals for each pair.  (Alternatively, you could run pairs of two-sample t-tests, 
but we would need to separate our data out into multiple vectors because the t-test function takes data 
in a different format.) 
 
We can look at a comparative boxplot to see what that suggests. 
 

 
 



We can apply the TukeyHSD() function to obtain the confidence intervals. If the confidence intervals for 
pairwise comparisons. If the interval contains 0, the factors can be grouped together. If they do not 
contain zero, then they are grouped separately. 
 

 
 
You will need to download the package if you have not already. 
 
If you print the results of our tukey_one model, it will print the endpoints of the confidence intervals for 
each interval. 
 

 
We can visualize the intervals using the plot function. 
 

 
 
As we view the plots, keep the proper interpretation of the intervals in mind.  It’s not the overlap of the 
intervals we care about, but the inclusion of zero. 
 
Let’s look at our two-way ANOVA model. To additional variables for main effects only, in our model 
statement include a + sign between the factor variables.  This variable, too, will have to be converted to 
a factor.  Let’s add the number of gears to our model and see what happens. 
 

 
 
Do the number of gears also contribute to our gas mileage model? 
 

 
 



As we saw in lecture, gears does not contribute to the model when cylinders are also included. 
 
These are the main effects only, if we want to include interaction terms, use a * sign instead of the + 
sign. 
 

 
 
Since the main effect of gear turned out not to be significant, it’s not surprising that the interaction 
effect is also not significant. 
 

 
 
Three-way ANOVA or N-way ANOVA continues in this same vein. Let’s see if we can find a combination 
of variables that is significant. 
 

 
 
Let’s look at our summary results. 
 

 
 
In this case, all the main effects are significant. We could add interaction terms, but their presence in the 
model will depend on the data that we have. If we don’t have the right kind of combinations of data, we 
won’t be able to detect the interactions. We have only 32 observations total here, it turns out we are 
missing all the possible combinations to test all 4 interaction types. 
 
As with the one-way, we can apply Tukey’s method. 
 

 



Based on the confidence interval data. 

 
 

 
 
Since there are three factor variables, there are three different plots output. You’ll have to scroll back 
through the plots to see the first two. If we look at just the carb graph, we can see that some are 
grouped together and some separately because some of the intervals include 0 and some don’t. Another 
method of visualizing the relationships is to list the factor levels for a variable in order of their means, 
and then use the intervals to underline those that group together.  An example from the Devore text is 
shown. 

 
To interpret this, we’d say that the levels 75%, 87% and 62% group together (behave similarly), 62% and 
50% are similar and group together, 50% and 37% also form a group.  While 25% is not like any of the 
other levels and is in a group by itself. 
 
For levels that group together, a two-sample t-test or ANOVA on just those groups should fail to reject 
the null hypothesis for anything in the group. If you choose two levels that are not grouped together, 
the test should be able to reject the null hypothesis. It’s a good idea to look at a boxplot broken out by 
levels to confirm these results intuitively. 
 



Tasks 
1. Use the mtcars data set and run an ANOVA test on mpg and the vs variable.  Clearly state your 

hypothesis test. There are only two levels, so break out your variables into vectors by level and 
run a two-sample t-test. Do the results of the two methods agree?  Plot the Tukey interval, and 
boxplots. Do the visuals appear to agree with the analysis? Paste all graphs and summary tables 
here. 

 
2. Use the data at the top of the lab on flavor ratings. Finish converting the data to a dataframe 

and then conduct the one-way ANOVA. If the ANOVA test rejects the null, create your Tukey 
intervals, and a boxplot. Check your normality assumptions with a normal probability plot. Paste 
your analyses and graphs below. 
 

3. Import the data from the lab 8 data file. There are three factor variables and two numerical 
variables.  Conduct a two-way ANOVA of either of the numerical variables, using any two of the 
factor variables. Test for an interaction.  Explain the results of the test. Support your analysis 
with Tukey’s method and boxplots. Paste all graphs and analysis here. 
 

4. Conduct a three-way ANOVA on the same numerical variable as above.  Describe the results. 
Include supporting documentation here. Check that the numerical variable you chose is 
approximately normally distributed. 
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