
MTH 325, Lab #1, Spring 2023  Name ______________________________________ 
 
Instructions: Follow along with the tutorial portion of the lab. Replicate the code examples in R on your 
own, along with the demonstration. Then use those examples as a model to answer the 
questions/perform the tasks that follow. Copy and paste the results of your code to answer questions 
where directed. Submit your response file and the code used (both for the tutorial and part two). Your 
code file and your lab response file should each include your name inside. 
 
Scatterplots and Ordinary Linear Regression (OLS) 
Let’s begin by reviewing scatterplots.  We can make them with base R graphics or using ggplot. We’ll 
look at both. 
 

 
 
Alternatively, we can make the same plot in ggplot. 
 

 
 
We can calculate the correlation of our variables using any of the correlation measures we discussed in 
lecture. 
 

 
 
In this case, Pearson’s correlation is 0.418684, Spearman’s correlation is 0.4669358, and Kendall’s tau is 
0.3153652.   
 
These are in what we could call the moderately weak range. 
 
To create our regression models we can use the lm() function (linear model). 
 

 
 
The y-variable (response variable) goes first in the function call, and the independent variable(s) after 
the ~. 
 
The summary gives us the model test and coefficients. 



 
 
In base R, we have to add the equation to the graph using the coefficients from our model output. We 
can add the line to a ggplot graph without this information because it can be done internally. 
 
For base R, replot the scatterplot, and then use abline() to add the regression line. 
 

 
 
We use the coefficients from our model, intercept first, to draw the line on the graph.  In ggplot, we can 
add both the line and the confidence interval easily. 
 

 
 
In this case, it looks like the intercept is not persuasively different from zero. We can force the intercept 
to be set to zero and redo the model. 
 

 
 
And now the intercept doesn’t appear in our output. 
 

 



Pay attention to the 𝑅2 value between the two versions. 
 
When trying to decide which variables to use in your model, it can be helpful to look at the correlation 
between more than just one pair of variables at a time. 
 

 
 
The second command just rounds the output so we aren’t looking at 6-8 decimals each. 
 

 
 
The diagonal entries are 1 since these are correlations of a variable with itself. If we look along the top 
row or first column, we can see the correlations with mpg.  The largest one (in absolute value) appears 
to with wt (weight), and the next highest with cylinders and displacement.  Both of these variables also 
have high correlations with each other, so as we’ll see when we do multiple regression, these may 
present collinearity problems, meaning that we can’t use them in the same model if we use more than 
one variable. 
 
If a table of numbers is too hard to look at, we can also visualize this information. 
 

 
 
In the resulting graph, color indicates sign of the correlation, and the size of the dots represents the 
strength of the correlation. 
 

 
 
You’ll need to install the GGally package. The downside here is that since there are so many variables, 
the graph may have too much information in it to read easily. You may want to reduce the number of 
variables you are plotting first. But this plot includes density plots on the diagonal, scatterplots on the 
lower triangle, and correlation values and significance indicators on the upper diagonal. 



 
 
Tasks 
Review the lab directions for the write up for this semester, as they differ from the fall. 
 

1. Use the built-in Orange data set (use the call data(Orange) to load the data).  Create a 
scatterplot of the two variables.  Use age to predict the second variable. Create a graph with the 
regression line on the graph. Conduct a hypothesis test on the model and the individual 
coefficients. If you reject variables, redo the model.  Explain your process and interpret the final 
model. Include all graphs and output of the model. 

 
2. Use the built-in trees data set.  Create a correlation table and plot those correlations.  Which 

variable, girth or height, appears to have the strongest correlation with volume? Plot the 
variable you choose against volume in a scatterplot. Assess the strength of the correlation 
visually and its linearity.  Construct a linear model. Test your hypotheses about the model and 
the coefficients. If you reject any variables, redo the model.  Explain your process and interpret 
the final model. What percentage of variability of volume can be explained by the linear 
relationship with your variable of choice?  Include all graphs and output of the model(s). 
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