
Lecture 14 
 
Validating Models 
Cross Validation 
ROC 
 
Cross-validation is a widely used technique in data mining and machine learning for assessing the 
performance and generalization ability of predictive models. It helps in estimating how well a model will 
perform on unseen data, which is crucial for model selection and hyperparameter tuning. Here's how 
cross-validation is used in data mining: 
 
1. Model Evaluation: Cross-validation is primarily used to evaluate the performance of a predictive 
model. This is essential to ensure that the model is not just memorizing the training data but is capable 
of generalizing to new, unseen data. 
 
2. Splitting the Dataset: The first step in cross-validation is to divide the dataset into two or more 
subsets: typically a training set and a validation (or testing) set. The training set is used to build the 
model, while the validation set is reserved for evaluating the model. 
 
3. k-Fold Cross-Validation: The most common form of cross-validation is k-fold cross-validation, where 
the dataset is divided into k equally sized "folds" or subsets. The model is trained on k-1 folds and 
validated on the remaining fold, repeating this process k times (once for each fold). 
 
4. Repeated Cross-Validation: For added robustness, cross-validation can be repeated multiple times 
with different random splits. This is known as repeated k-fold cross-validation. 
 
5. Leave-One-Out Cross-Validation (LOOCV): In LOOCV, each data point is used as a validation set while 
the remaining data points are used for training. This process is repeated for every data point in the 
dataset. 
 
6. Model Assessment: After cross-validation is complete, performance metrics (e.g., accuracy, precision, 
recall, F1 score, or mean squared error) are computed for each fold or repetition. These metrics are 
aggregated to provide an overall estimate of the model's performance. 
 
7. Hyperparameter Tuning: Cross-validation is valuable for hyperparameter tuning. By assessing the 
model's performance over various combinations of hyperparameters, you can select the best 
hyperparameters for your model. 
 
8. Model Comparison: Cross-validation allows for the comparison of multiple models to determine 
which one performs the best. This is particularly useful when choosing between different algorithms or 
architectures. 
 
9. Avoiding Overfitting: Cross-validation helps in detecting overfitting. A model that performs 
exceptionally well on the training data but poorly on the validation data may be overfitting. Cross-
validation can highlight such issues. 
 



10. Assessing Model Stability: By using multiple validation sets (folds or repetitions), cross-validation can 
assess the stability of the model's performance. A model with consistent performance across different 
splits is more likely to generalize well. 
 
11. Reporting Performance Metrics: Cross-validation provides a more reliable estimate of a model's 
performance, making it suitable for reporting results in research papers or practical applications. 
 
Common k-fold values include 5-fold and 10-fold cross-validation, but the choice of k depends on the 
dataset size and the resources available. Cross-validation is a fundamental technique for ensuring the 
robustness and reliability of predictive models in data mining. 
 
The Receiver Operating Characteristic (ROC) curve is a widely used tool in data mining and machine 
learning for evaluating the performance of binary classification models. It provides valuable insights into 
how well a model discriminates between the positive and negative classes and helps in making informed 
decisions regarding model selection and threshold adjustment. Here's how ROC is used in data mining: 
 
Evaluating Model Performance: ROC analysis is used to assess the performance of binary classification 
models. These models include classifiers, such as logistic regression, support vector machines, random 
forests, and more. 
 
Binary Classification: ROC analysis is primarily applicable to binary classification tasks, where the 
objective is to classify data points into one of two categories (e.g., positive/negative, spam/ham, yes/no). 
 
Model Discrimination: ROC evaluates a model's ability to discriminate between the positive and negative 
classes by analyzing the trade-off between true positive rate (sensitivity) and false positive rate (1-
specificity) over a range of classification thresholds. 
 
ROC Curve: The ROC curve is a graphical representation of the model's performance. It plots the true 
positive rate (TPR) on the y-axis against the false positive rate (FPR) on the x-axis for different threshold 
values. Each point on the curve represents a different threshold. 
 
Area Under the Curve (AUC): The area under the ROC curve (AUC) is a summary metric that quantifies 
the overall performance of a classification model. A model with an AUC value closer to 1 has better 
discrimination, while a model with an AUC close to 0.5 is no better than random guessing. 
 
Model Comparison: ROC analysis enables the comparison of multiple models. You can compare two or 
more classifiers by comparing their ROC curves and AUC values. The model with a higher AUC is 
generally considered better at distinguishing between classes. 
 
Threshold Selection: ROC analysis helps in selecting an appropriate threshold for model classification. By 
examining the ROC curve, you can choose a threshold that balances the trade-off between true positives 
and false positives according to the specific needs of the task. 
 
Model Optimization: ROC analysis can be used for model optimization. It aids in identifying optimal 
model settings, such as regularization parameters or feature selection, by assessing their impact on the 
ROC curve and AUC. 
 



Imbalanced Datasets: In scenarios where one class is significantly smaller than the other (class 
imbalance), ROC analysis is particularly useful. It allows you to evaluate a model's performance while 
considering the imbalance and can help in selecting a suitable threshold to address class imbalance. 
 
Performance Reporting: ROC and AUC are commonly reported in research papers, reports, and 
presentations as standard metrics for classification model performance. 
 
Diagnostic Tests: In medical and diagnostic fields, ROC analysis is frequently used to assess the diagnostic 
accuracy of tests, such as medical screenings, by comparing their ability to discriminate between healthy 
and diseased individuals. 
 
ROC analysis is an essential part of model evaluation and selection, especially in binary classification 
tasks. It provides a comprehensive view of a model's performance and helps in making informed 
decisions regarding the model's suitability for a given task. 
 
Other model validation tests were discussed in MTH 325 in the context of regression and classification, 
and these may also be appropriate to employ in some contexts to assess model fit. 
 
Resources: 

1. https://medium.com/unpackai/overview-of-model-validation-d2fc1f1b1c7e 
2. https://datatron.com/what-is-model-validation-and-why-is-it-important/ 
3. https://www.tasq.ai/blog/top-machine-learning-model-validation-techniques/ 
4. https://appen.com/blog/machine-learning-model-validation/ 
5. https://www.geeksforgeeks.org/cross-validation-in-r-programming/ 
6. https://www.r-bloggers.com/2021/10/cross-validation-in-r-with-example/ 
7. http://www.sthda.com/english/articles/38-regression-model-validation/157-cross-validation-

essentials-in-r/ 
8. https://rpubs.com/muxicheng/1004550 
9. https://quantdev.ssri.psu.edu/tutorials/cross-validation-tutorial 
10. https://community.rstudio.com/t/cross-validation-understanding-the-process-and-

implementation/109733 
11. https://www.statology.org/k-fold-cross-validation-in-r/ 
12. https://www.analyticsvidhya.com/blog/2021/03/introduction-to-k-fold-cross-validation-in-r/ 
13. https://www.digitalocean.com/community/tutorials/plot-roc-curve-r-programming 
14. https://rviews.rstudio.com/2019/03/01/some-r-packages-for-roc-curves/ 
15. https://cran.r-project.org/web/packages/plotROC/vignettes/examples.html 
16. https://www.geeksforgeeks.org/plotting-roc-curve-in-r-programming/ 
17. https://library.virginia.edu/data/articles/roc-curves-and-auc-for-models-used-for-binary-

classification 
18. https://plotly.com/r/roc-and-pr-curves/ 
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