
Week 2 Code Examples, CSC 400, Spring 2024 
 

1. Logistic Regression 
2. Support Vector Machines 
3. K-Nearest Neighbors 
4. Visualization 

 
Logistic Regression 
 

 
 
This example is a two independent variable model with test and train split. We can predict the outcomes 
or the probabilities. The example shows the probabilities. 
 

 
 
You can change the threshold manually if you need the cut-off to be something other than 50%. Just 
change the 0.5 in the code. 
 

 
 
We can assess model performance. 
 

 



We can plot the curve. 
 

 
 
Support Vector Machines (SVM) 
 
You can get the dataset for the example here: https://media.geeksforgeeks.org/wp-
content/uploads/social.csv. Save it somewhere you can find it again, and import it from there. 
 

 
 
SVM generally requires data to be rescales in the range -1 to 1. This code is rescaling all columns but the 
third one. 
 

 
 
Create the classifier. 
 

 
 
Next, we make our predictions and examine the confusion matrix. 
 

 

https://media.geeksforgeeks.org/wp-content/uploads/social.csv
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Visualize the results. First the training set, and then also the test set. 
 

 
 

 
 
K-Nearest Neighbor 
 
We’ll use the iris dataset as our example. 
 

 
 
We need to normalize the dataset. 
 



 
 
Split into test and training data. 
 

 
 
Now, build the model and test the accuracy on the test set. 
 

 
 
Depending on the number of categories, it may be useful to plot the confusion matrix as a graph, such 
as: 
 

 
 
 
Resources: 

1. https://www.geeksforgeeks.org/logistic-regression-in-r-programming/# 
2. https://www.geeksforgeeks.org/classifying-data-using-support-vector-machinessvms-in-r/# 
3. https://www.kaggle.com/code/aniketvishwakarma/alternative-of-elemstatlearn-for-visualisation 
4. https://towardsdatascience.com/k-nearest-neighbors-algorithm-with-examples-in-r-simply-

explained-knn-1f2c88da405c 
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