
DSA 610 Redesign, Lecture 8 Outline 
 
Lecture Outline: Data Reuse, Internal Purposes, and Data Sharing/Selling 
Duration: 50 minutes 

 
1. Introduction to Data Reuse (5 minutes) 

• Objective: Understand the concept and importance of data reuse. 
• Content: 

o Definition: 
▪ Data Reuse: Utilizing existing data for new purposes or analyses beyond its 

original intent. 
o Importance: 

▪ Cost Efficiency: Reduces the need to collect new data, saving time and 
resources. 

▪ Enhanced Insights: Provides opportunities to uncover new insights from existing 
data. 

 
2. Alternative Internal Uses of Data (15 minutes) 

• Objective: Explore how organizations can repurpose data for various internal applications. 
• Content: 

o 1. Enhancing Business Intelligence: 
▪ Definition: Using data to improve decision-making and strategic planning. 
▪ Example: 

▪ Sales Data Analysis: Analyzing historical sales data to forecast future 
sales and improve inventory management. 

▪ Example Code: 
import pandas as pd 
 
# Load sales data 
df_sales = pd.read_csv('sales_data.csv') 
 
# Analyze sales trends 
sales_trends = df_sales.groupby('month')['sales'].sum() 
print("Sales Trends:\n", sales_trends) 
 
2. Improving Customer Experience: 

• Definition: Utilizing customer data to personalize services and enhance satisfaction. 
• Example: 

o Customer Segmentation: Using purchase history to segment customers for targeted 
marketing. 

• Example Code: 
from sklearn.cluster import KMeans 
 
# Load customer data 
df_customers = pd.read_csv('customer_data.csv') 
 
# Perform K-Means clustering 
kmeans = KMeans(n_clusters=3) 



df_customers['cluster'] = kmeans.fit_predict(df_customers[['purchase_history']]) 
print("Customer Segmentation:\n", df_customers.head()) 
 
3. Supporting Operational Efficiency: 

• Definition: Using data to optimize internal processes and workflows. 
• Example: 

o Operational Metrics: Analyzing operational data to improve supply chain management. 
• Example Code: 

# Load operational data 
df_operations = pd.read_csv('operations_data.csv') 
 
# Calculate efficiency metrics 
df_operations['efficiency'] = df_operations['output'] / df_operations['input'] 
print("Operational Efficiency:\n", df_operations.head()) 
 
4. Driving Innovation: 

• Definition: Leveraging existing data to develop new products or services. 
• Example: 

o Product Development: Using customer feedback data to inform new product features. 
• Example Code: 

# Load product feedback data 
df_feedback = pd.read_csv('feedback_data.csv') 
 
# Analyze feedback for product improvements 
feedback_summary = df_feedback['comments'].value_counts() 
print("Feedback Summary:\n", feedback_summary) 
 
3. Data Sharing and Selling (15 minutes) 

• Objective: Understand the practices, benefits, and challenges associated with sharing and selling 
data. 

• Content: 
o 1. Data Sharing Within Organizations: 

▪ Definition: Sharing data between departments or teams to improve 
collaboration and insights. 

▪ Example: 
▪ Cross-Departmental Data Sharing: Using HR data to support finance and 

operational planning. 
▪ Example Code: 

# Load HR and finance data 
df_hr = pd.read_csv('hr_data.csv') 
df_finance = pd.read_csv('finance_data.csv') 
 
# Merge datasets for comprehensive analysis 
df_merged = pd.merge(df_hr, df_finance, on='employee_id') 
print("Merged Data:\n", df_merged.head()) 
 
2. Data Sharing with External Partners: 

• Definition: Collaborating with external organizations for joint ventures or research. 



• Example: 
o Partnerships: Sharing data with research institutions for academic studies. 

• Example Code: 
# Example of data anonymization before sharing 
df_anonymized = df_merged.drop(columns=['personal_info']) 
print("Anonymized Data:\n", df_anonymized.head()) 
 

•  
o 3. Data Selling and Monetization: 

▪ Definition: Selling data to third parties or using data to generate revenue. 
▪ Example: 

▪ Data Marketplaces: Selling anonymized data on platforms like AWS Data 
Exchange. 

▪ Challenges: 
▪ Privacy Concerns: Ensuring compliance with data protection regulations 

(e.g., GDPR, CCPA). 
▪ Ethical Considerations: Balancing business interests with ethical 

implications of data selling. 
o 4. Legal and Ethical Considerations: 

▪ Definition: Understanding the legal and ethical implications of data sharing and 
selling. 

▪ Regulations: Overview of GDPR, CCPA, and other data protection laws. 
▪ Best Practices: 

▪ Data Anonymization: Techniques to anonymize data before sharing or 
selling. 

▪ Data Agreements: Establishing clear agreements on data use and 
sharing terms. 

 
4. Case Studies and Practical Examples (10 minutes) 

• Objective: Apply concepts through real-world case studies and examples. 
• Content: 

o Case Study 1: Company X repurposes customer purchase data for targeted advertising. 
o Case Study 2: Organization Y sells anonymized healthcare data to research institutions. 
o Hands-On Exercise: Analyze a dataset to explore internal reuse opportunities. 

 
5. Q&A and Discussion (5 minutes) 

• Objective: Address questions and discuss challenges related to data reuse, sharing, and selling. 
• Content: 

o Q&A Session: Open the floor for student questions. 
o Discussion: Explore practical challenges and solutions in data reuse and sharing. 

 
Key Takeaways 

• Data Reuse: Strategies for leveraging existing data for new internal purposes. 
• Data Sharing/Selling: Practices, benefits, and challenges associated with sharing and monetizing 

data. 
• Legal/Ethical Considerations: Understanding the regulations and ethical implications of data 

handling. 
 



Resources:  
Data Reuse: https://datascience.codata.org/articles/10.5334/dsj-2019-022 
Reusing Research Data (with repositories): https://libguides.ohsu.edu/research-data-services/reusing-
data 
Why Reuse Data?: https://rdmkit.elixir-europe.org/reusing 
Review of Data Reuse Practices: https://asistdl.onlinelibrary.wiley.com/doi/10.1002/asi.24483 
Making your data reusable: https://www.it.northwestern.edu/departments/it-services-
support/research/data-storage/making-your-data-reusable.html 
Challenges and Opportunities for Data Reuse: https://medium.com/opendatacharter/spotlight-data-
reuse-use-cases-challenges-and-opportunities-f4418e9f13f3 
Planning for Data Reuse: https://mozillascience.github.io/working-open-workshop/data_reuse/ 
Copyright and Data Reuse: https://prattlibrary.cchmc.org/copyright/data 
Time Efficiency Gained in Data Reuse: https://datascience.codata.org/articles/10.5334/dsj-2019-010 
Practices and Perceptions: https://pmc.ncbi.nlm.nih.gov/articles/PMC7065823/ 
Why Data Sharing is Hard: https://escholarship.org/uc/item/0jj17309 
Data Selling: https://knowledge.wharton.upenn.edu/article/data-shared-sold-whats-done/ 
Could Restrictions be Coming on Selling Personal Data?: https://www.consumerfinance.gov/about-
us/newsroom/cfpb-proposes-rule-to-stop-data-brokers-from-selling-sensitive-personal-data-to-
scammers-stalkers-and-spies/ 
 
Lecture Outline: Overview of Model Building in Data Analysis 
Duration: 50 minutes 

 
1. Introduction to Model Building (5 minutes) 

• Objective: Understand the importance of model building in data analysis and an overview of its 
purpose. 

• Content: 
o Definition: 

▪ Model Building: The process of creating a mathematical representation of a 
real-world process or system using data. 

o Purpose: 
▪ Prediction: Forecasting future values based on historical data. 
▪ Classification: Assigning categories or labels to data points. 
▪ Pattern Recognition: Identifying trends or patterns in data. 

o Overview of Models: 
▪ Types: Predictive models, classification models, clustering models, etc. 

 
2. Types of Models in Data Analysis (20 minutes) 

• Objective: Explore different types of models used in data analysis and their applications. 
• Content: 

o 1. Linear Models (5 minutes): 
▪ Definition: Models that assume a linear relationship between input features and 

the output variable. 
▪ Types: 

▪ Linear Regression: 
▪ Purpose: Predict a continuous outcome based on one or more 

predictors. 
▪ Example: 
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from sklearn.linear_model import LinearRegression 
import pandas as pd 
 
# Load dataset 
df = pd.read_csv('data.csv') 
 
# Define features and target 
X = df[['feature1', 'feature2']] 
y = df['target'] 
 
# Create and fit model 
model = LinearRegression() 
model.fit(X, y) 
print("Linear Model Coefficients:", model.coef_) 
 
Logistic Regression: 

• Purpose: Predict binary outcomes (0 or 1) based on input features. 
• Example: 

 
from sklearn.linear_model import LogisticRegression 
import pandas as pd 
 
# Load dataset 
df = pd.read_csv('data.csv') 
 
# Define features and target 
X = df[['feature1', 'feature2']] 
y = df['target'] 
 
# Create and fit model 
model = LogisticRegression() 
model.fit(X, y) 
print("Logistic Model Coefficients:", model.coef_) 
 
2. Decision Trees and Ensemble Methods (5 minutes): 

• Definition: Models that use a tree-like structure to make decisions or predictions. 
• Types: 

o Decision Trees: 
▪ Purpose: Classify or predict outcomes by learning decision rules from features. 
▪ Example: 

 
from sklearn.tree import DecisionTreeClassifier 
import pandas as pd 
 
# Load dataset 
df = pd.read_csv('data.csv') 
 
# Define features and target 



X = df[['feature1', 'feature2']] 
y = df['target'] 
 
# Create and fit model 
model = DecisionTreeClassifier() 
model.fit(X, y) 
print("Decision Tree Depth:", model.get_depth()) 
 
Random Forests and Gradient Boosting: 

• Purpose: Improve model accuracy by combining multiple decision trees. 
• Example: 

from sklearn.ensemble import RandomForestClassifier 
import pandas as pd 
 
# Load dataset 
df = pd.read_csv('data.csv') 
 
# Define features and target 
X = df[['feature1', 'feature2']] 
y = df['target'] 
 
# Create and fit model 
model = RandomForestClassifier(n_estimators=100) 
model.fit(X, y) 
print("Random Forest Feature Importances:", model.feature_importances_) 
 
3. Support Vector Machines (SVM) (5 minutes): 

• Definition: Models that find the hyperplane that best separates classes in the feature space. 
• Purpose: Classification and regression tasks. 
• Example: 

 
from sklearn.svm import SVC 
import pandas as pd 
 
# Load dataset 
df = pd.read_csv('data.csv') 
 
# Define features and target 
X = df[['feature1', 'feature2']] 
y = df['target'] 
 
# Create and fit model 
model = SVC(kernel='linear') 
model.fit(X, y) 
print("Support Vector Support:", model.support_) 
 
4. Clustering Models (5 minutes): 

• Definition: Models used to group similar data points together based on feature similarity. 



• Types: 
o K-Means Clustering: 

▪ Purpose: Partition data into K clusters. 
▪ Example: 

from sklearn.cluster import KMeans 
import pandas as pd 
 
# Load dataset 
df = pd.read_csv('data.csv') 
 
# Define features 
X = df[['feature1', 'feature2']] 
 
# Create and fit model 
model = KMeans(n_clusters=3) 
df['cluster'] = model.fit_predict(X) 
print("Cluster Centers:\n", model.cluster_centers_) 
 
Hierarchical Clustering: 

• Purpose: Create a hierarchy of clusters. 
• Example: 

from scipy.cluster.hierarchy import dendrogram, linkage 
import matplotlib.pyplot as plt 
 
# Load dataset 
df = pd.read_csv('data.csv') 
 
# Define features 
X = df[['feature1', 'feature2']] 
 
# Create and plot dendrogram 
Z = linkage(X, 'ward') 
dendrogram(Z) 
plt.title('Hierarchical Clustering Dendrogram') 
plt.show() 
 
5. Neural Networks and Deep Learning (5 minutes): 

• Definition: Models inspired by the human brain that learn complex patterns through layers of 
neurons. 

• Types: 
o Feedforward Neural Networks: 

▪ Purpose: Classification and regression tasks. 
▪ Example: 

from sklearn.neural_network import MLPClassifier 
import pandas as pd 
 
# Load dataset 
df = pd.read_csv('data.csv') 



 
# Define features and target 
X = df[['feature1', 'feature2']] 
y = df['target'] 
 
# Create and fit model 
model = MLPClassifier(hidden_layer_sizes=(10, 10)) 
model.fit(X, y) 
print("Neural Network Coefficients:", model.coefs_) 
 
3. Model Evaluation and Selection (10 minutes) 

• Objective: Understand how to evaluate and select the best model for a given problem. 
• Content: 

o 1. Evaluation Metrics: 
▪ Classification Metrics: Accuracy, Precision, Recall, F1-Score. 
▪ Regression Metrics: Mean Absolute Error (MAE), Mean Squared Error (MSE), R-

squared. 
o Example: 

 
from sklearn.metrics import accuracy_score, confusion_matrix 
import pandas as pd 
 
# Load dataset 
df = pd.read_csv('data.csv') 
X = df[['feature1', 'feature2']] 
y = df['target'] 
 
# Split data 
from sklearn.model_selection import train_test_split 
X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2) 
 
# Train model 
from sklearn.ensemble import RandomForestClassifier 
model = RandomForestClassifier(n_estimators=100) 
model.fit(X_train, y_train) 
 
# Predictions and evaluation 
y_pred = model.predict(X_test) 
print("Accuracy:", accuracy_score(y_test, y_pred)) 
print("Confusion Matrix:\n", confusion_matrix(y_test, y_pred)) 
 
2. Cross-Validation: 

• Definition: Technique for assessing model performance by splitting the data into multiple 
training and testing sets. 

• Example: 
 
from sklearn.model_selection import cross_val_score 
 



# Cross-validation 
scores = cross_val_score(model, X, y, cv=5) 
print("Cross-Validation Scores:", scores) 
 
4. Q&A and Discussion (5 minutes) 

• Objective: Address questions and discuss practical considerations in model building. 
• Content: 

o Q&A Session: Open the floor for student questions. 
o Discussion: Explore real-world challenges and applications of different models. 

 
Key Takeaways 

• Model Types: Overview of linear models, decision trees, SVMs, clustering models, and neural 
networks. 

• Evaluation: Metrics and techniques for evaluating model performance. 
• Practical Skills: How to choose and implement models based on data characteristics and 

objectives. 
 
Resources:  
Statistical Data Modeling: https://graduate.northeastern.edu/knowledge-hub/statistical-modeling-for-
data-analysis/ 
Analysis Techniques: https://careerfoundry.com/en/blog/data-analytics/data-analysis-techniques/ 
Analysis Methods : https://atlan.com/data-analysis-methods/ 
Models: https://insightsoftware.com/blog/top-5-predictive-analytics-models-and-algorithms/ 
 
Lecture Outline: Categories of Machine Learning Models and Their Applications 
Duration: 50 minutes 

 
1. Introduction to Machine Learning Models (5 minutes) 

• Objective: Understand the broad categories of machine learning models and their purposes. 
• Content: 

o Definition: 
▪ Machine Learning Models: Algorithms and techniques used to analyze and 

interpret data, make predictions, and automate decision-making. 
o Categories: 

▪ Supervised Learning 
▪ Unsupervised Learning 
▪ Semi-Supervised Learning 
▪ Reinforcement Learning 
▪ Natural Language Processing (NLP) 
▪ Neural Networks 
▪ Graph-Based Approaches 
▪ Image Processing 
▪ Spatial Analysis 

 
2. Supervised Learning (10 minutes) 

• Objective: Understand the purpose and methods of supervised learning. 
• Content: 

o Definition: 
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▪ Supervised Learning: Models trained on labeled data where the outcome is 
known. 

o Purpose: 
▪ Prediction: Forecasting future values (regression) or classifying data into 

categories (classification). 
o Common Algorithms: 

▪ Linear Regression 
▪ Logistic Regression 
▪ Support Vector Machines (SVMs) 
▪ Decision Trees and Random Forests 

o Pre-Processing: 
▪ Label Encoding 
▪ Feature Scaling 
▪ Handling Missing Values 

 
3. Unsupervised Learning (10 minutes) 

• Objective: Explore the goals and methods of unsupervised learning. 
• Content: 

o Definition: 
▪ Unsupervised Learning: Models trained on unlabeled data to identify hidden 

patterns or groupings. 
o Purpose: 

▪ Clustering: Grouping similar data points (e.g., K-Means, Hierarchical Clustering). 
▪ Dimensionality Reduction: Reducing the number of features while retaining 

important information (e.g., PCA). 
o Common Algorithms: 

▪ K-Means Clustering 
▪ Principal Component Analysis (PCA) 
▪ Hierarchical Clustering 

o Pre-Processing: 
▪ Feature Scaling 
▪ Normalization 
▪ Handling Missing Values 

 
4. Semi-Supervised Learning (5 minutes) 

• Objective: Understand how semi-supervised learning combines labeled and unlabeled data. 
• Content: 

o Definition: 
▪ Semi-Supervised Learning: Uses a small amount of labeled data and a large 

amount of unlabeled data. 
o Purpose: 

▪ Improving Model Accuracy: Enhancing performance when labeled data is 
scarce. 

o Common Techniques: 
▪ Self-Training 
▪ Co-Training 

o Pre-Processing: 



▪ Similar to supervised learning, with an emphasis on handling large amounts of 
unlabeled data. 

 
5. Reinforcement Learning (5 minutes) 

• Objective: Explore the concepts and methods of reinforcement learning. 
• Content: 

o Definition: 
▪ Reinforcement Learning: Models learn to make decisions by receiving rewards 

or penalties. 
o Purpose: 

▪ Decision Making: Optimizing actions in sequential environments (e.g., game 
playing, robotics). 

o Common Algorithms: 
▪ Q-Learning 
▪ Deep Q-Networks (DQN) 
▪ Policy Gradient Methods 

o Pre-Processing: 
▪ Reward Shaping 
▪ Feature Engineering for Environment States 

 
6. Natural Language Processing (NLP) (5 minutes) 

• Objective: Understand the goals and methods of NLP. 
• Content: 

o Definition: 
▪ NLP: Techniques for processing and analyzing human language data. 

o Purpose: 
▪ Text Classification: Categorizing text data (e.g., sentiment analysis, spam 

detection). 
▪ Named Entity Recognition (NER): Identifying entities in text. 

o Common Techniques: 
▪ Bag of Words (BoW) 
▪ TF-IDF 
▪ Word Embeddings (Word2Vec, GloVe) 

o Pre-Processing: 
▪ Tokenization 
▪ Stop-word Removal 
▪ Text Normalization (stemming, lemmatization) 

 
7. Neural Networks (5 minutes) 

• Objective: Provide a broad overview of neural networks and their applications. 
• Content: 

o Definition: 
▪ Neural Networks: Models inspired by the human brain, composed of 

interconnected layers of nodes (neurons). 
o Purpose: 

▪ Pattern Recognition: Learning complex patterns in data. 
o Types: 

▪ Feedforward Neural Networks 



▪ Convolutional Neural Networks (CNNs) 
▪ Recurrent Neural Networks (RNNs) 

o Pre-Processing: 
▪ Feature Scaling 
▪ Normalization 

 
8. Graph-Based Approaches (5 minutes) 

• Objective: Understand the use of graph-based methods in machine learning. 
• Content: 

o Definition: 
▪ Graph-Based Approaches: Models that use graph structures to represent data. 

o Purpose: 
▪ Network Analysis: Understanding relationships and interactions (e.g., social 

networks, web graphs). 
o Common Techniques: 

▪ Graph Neural Networks (GNNs) 
▪ PageRank Algorithm 

o Pre-Processing: 
▪ Graph Construction 
▪ Feature Extraction from Graphs 

 
9. Image Processing (5 minutes) 

• Objective: Explore image processing techniques and their applications. 
• Content: 

o Definition: 
▪ Image Processing: Techniques for analyzing and interpreting visual data. 

o Purpose: 
▪ Object Detection and Classification: Identifying and labeling objects in images. 

o Common Techniques: 
▪ Convolutional Neural Networks (CNNs) 
▪ Image Segmentation 

o Pre-Processing: 
▪ Image Normalization 
▪ Data Augmentation 

 
10. Spatial Analysis (5 minutes) 

• Objective: Understand the applications and methods for spatial data analysis. 
• Content: 

o Definition: 
▪ Spatial Analysis: Analyzing data with a spatial component (e.g., geographic 

data). 
o Purpose: 

▪ Geospatial Analysis: Understanding spatial patterns and relationships (e.g., 
heatmaps, spatial clustering). 

o Common Techniques: 
▪ Geographic Information Systems (GIS) 
▪ Spatial Autocorrelation 

o Pre-Processing: 



▪ Geocoding 
▪ Spatial Data Cleaning 

 
11. Q&A and Discussion (5 minutes) 

• Objective: Address questions and discuss practical applications of different model types. 
• Content: 

o Q&A Session: Open the floor for student questions. 
o Discussion: Explore real-world applications and challenges associated with various 

models. 

 
Key Takeaways 

• Model Categories: Understanding the different types of machine learning models and their 
purposes. 

• Pre-Processing: Overview of the necessary data preparation for various model types. 
• Applications: Insight into how different models operate on different types of data and their 

practical uses. 
 
Resources: 
Supervised Machine Learning:  https://www.geeksforgeeks.org/supervised-machine-learning/ 
Unsupervised Learning: https://cloud.google.com/discover/what-is-unsupervised-learning 
Semi-supervised Learning: https://www.altexsoft.com/blog/semi-supervised-learning/ 
Reinforcement Learning: https://www.opit.com/magazine/reinforcement-learning-2/ 
Natural Language Processing (NLP): https://www.ibm.com/think/topics/natural-language-processing 
Graph Models: https://graph.build/resources/graph-models 
Graph Machine Learning: https://huggingface.co/blog/intro-graphml 
Seeing like a Machine: https://www.datacamp.com/tutorial/seeing-like-a-machine-a-beginners-guide-to-
image-analysis-in-machine-learning 
Spatial Machine Learning: https://urbanspatial.github.io/PublicPolicyAnalytics/intro-to-geospatial-
machine-learning-part-1.html (this source uses code in R, but the overall concepts will still apply to 
Python) 
 
Regression in Python: https://realpython.com/linear-regression-in-python/ 
Logistic Regression in Python: https://www.w3schools.com/python/python_ml_logistic_regression.asp 
SVM models in Python: https://www.geeksforgeeks.org/classifying-data-using-support-vector-
machinessvms-in-python/ 
Decision Trees in Python: https://www.datacamp.com/tutorial/decision-tree-classification-python 
Random Forest Regression in Python: https://www.geeksforgeeks.org/random-forest-regression-in-
python/ 
K-Means in Python: https://www.w3schools.com/python/python_ml_k-means.asp 
PCA (Principal Component Analysis) in Python: https://builtin.com/machine-learning/pca-in-python 
Hierarchical Clustering Models in 
Python: https://www.w3schools.com/python/python_ml_hierarchial_clustering.asp 
Q-Learning in Python: https://www.geeksforgeeks.org/q-learning-in-python/ 
Deep Q-Networks: https://pythonprogramming.net/deep-q-learning-dqn-reinforcement-learning-
python-tutorial/ 
Policy Gradient Methods: https://www.janisklaise.com/post/rl-policy-gradients/ 
Named Entity Recognition in Python: https://www.wisecube.ai/blog/named-entity-recognition-ner-with-
python/ 
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Bag of Words in Python: https://www.datacamp.com/tutorial/python-bag-of-words-model 
TF_IDF in Python: https://medium.com/@coldstart_coder/understanding-and-implementing-tf-idf-in-
python-a325d1301484 
Word Embeddings in Python: https://www.geeksforgeeks.org/python-word-embedding-using-word2vec/ 
Neural Networks in Python: https://www.activestate.com/resources/quick-reads/how-to-create-a-
neural-network-in-python-with-and-without-keras/ 
Types of neural networks: https://www.cloudflare.com/learning/ai/what-is-neural-network/ 
Page Rank Algorithm: https://medium.com/@TadashiHomer/understanding-and-implementing-the-
pagerank-algorithm-in-python-2ce8683f17a3 
Spatial Autocorrelation: https://pro.arcgis.com/en/pro-app/latest/tool-reference/spatial-statistics/h-
how-spatial-autocorrelation-moran-s-i-spatial-st.htm 
 
Lecture Outline: Aggregation, Summarizing Data, and Regression Methods in Python 
Duration: 50 minutes 

 
1. Introduction to Aggregation and Summarizing Data (5 minutes) 

• Objective: Understand the purpose of data aggregation and summarization. 
• Content: 

o Definition: 
▪ Aggregation: Combining data points to produce summary metrics. 
▪ Summarizing Data: Providing statistical summaries and cross-tabulations. 

o Tools: Pandas for aggregation and summarization. 

 
2. Aggregation with Pandas (15 minutes) 

• Objective: Learn how to aggregate data using Pandas with practical examples. 
• Content: 

o 1. Basic Aggregation Functions: 
▪ Example DataFrame: 

import pandas as pd 
 
# Example DataFrame 
data = { 
    'Category': ['A', 'B', 'A', 'B', 'A', 'B'], 
    'Value': [10, 20, 30, 40, 50, 60] 
} 
df = pd.DataFrame(data) 
 
Aggregating with groupby(): 
 
# Group by 'Category' and calculate mean 
grouped = df.groupby('Category').mean() 
print("Mean Values by Category:\n", grouped) 
 
Aggregation with Multiple Functions: 
 
# Group by 'Category' and apply multiple aggregation functions 
aggregation = df.groupby('Category').agg({ 
    'Value': ['mean', 'sum', 'max', 'min'] 
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}) 
print("Aggregated Data:\n", aggregation) 
 
2. Aggregation with Pivot Tables: 

• Example Pivot Table: 
 
# Creating a pivot table 
pivot_table = pd.pivot_table(df, values='Value', index='Category', aggfunc=['mean', 'sum']) 
print("Pivot Table:\n", pivot_table) 
 
3. Summarizing Data (10 minutes) 

• Objective: Explore methods to summarize data, including statistical summaries and cross-
tabulations. 

• Content: 
o 1. Statistical Summaries: 

▪ Descriptive Statistics: 
 
# Statistical summaries 
stats = df.describe() 
print("Descriptive Statistics:\n", stats) 
 
Custom Summaries: 
 
# Custom statistical summaries 
custom_summary = df.agg({ 
    'Value': ['mean', 'median', 'std', 'var'] 
}) 
print("Custom Statistical Summaries:\n", custom_summary) 
 
2. Crosstabs: 

• Creating Crosstabs: 
 
# Creating a crosstab 
crosstab = pd.crosstab(df['Category'], df['Value']) 
print("Crosstab:\n", crosstab) 
 
4. Overview of Regression Methods (15 minutes) 

• Objective: Provide an overview of regression methods with practical examples in Python. 
• Content: 

o 1. Linear Regression: 
▪ Using statsmodels: 

 
import statsmodels.api as sm 
 
# Example DataFrame 
data = { 
    'X': [1, 2, 3, 4, 5], 
    'Y': [2, 4, 6, 8, 10] 



} 
df = pd.DataFrame(data) 
 
# Fit model 
X = sm.add_constant(df['X']) 
model = sm.OLS(df['Y'], X).fit() 
print("Linear Regression Summary:\n", model.summary()) 
 
2. Polynomial Regression: 

• Using numpy and matplotlib: 
 
import numpy as np 
import matplotlib.pyplot as plt 
 
# Example data 
X = np.array([1, 2, 3, 4, 5]) 
y = np.array([2, 6, 5, 11, 15]) 
 
# Polynomial fit 
coeffs = np.polyfit(X, y, 2) 
poly = np.poly1d(coeffs) 
X_poly = np.linspace(1, 5, 100) 
y_poly = poly(X_poly) 
 
# Plot 
plt.scatter(X, y, color='blue') 
plt.plot(X_poly, y_poly, color='red') 
plt.title("Polynomial Regression") 
plt.xlabel("X") 
plt.ylabel("Y") 
plt.show() 
 
3. Ridge and Lasso Regression: 

• Using scikit-learn: 
 
from sklearn.linear_model import Ridge, Lasso 
from sklearn.datasets import make_regression 
 
# Generate sample data 
X, y = make_regression(n_samples=100, n_features=1, noise=0.1) 
 
# Ridge Regression 
ridge = Ridge(alpha=1.0) 
ridge.fit(X, y) 
print("Ridge Coefficients:", ridge.coef_) 
 
# Lasso Regression 
lasso = Lasso(alpha=1.0) 



lasso.fit(X, y) 
print("Lasso Coefficients:", lasso.coef_) 
 
5. Q&A and Discussion (5 minutes) 

• Objective: Address questions and discuss practical considerations for data aggregation, 
summarization, and regression. 

• Content: 
o Q&A Session: Open the floor for student questions. 
o Discussion: Explore real-world applications and challenges in data aggregation, 

summarization, and regression methods. 

 
Key Takeaways 

• Aggregation: Techniques for summarizing data using Pandas. 
• Summarizing Data: Methods for statistical summaries and crosstabulations. 
• Regression Methods: Overview of linear, polynomial, ridge, and lasso regression, with examples 

using different Python libraries. 
 
Resources: 
Aggregating and Summarizing Data in Python: https://www.geeksforgeeks.org/pandas-groupby-
summarising-aggregating-and-grouping-data-in-python/ 
Pivot Tables in Python: https://www.geeksforgeeks.org/python-pandas-pivot_table/ 
Two-Way (Contingency) Tables/Crosstabs in Python: 
https://pandas.pydata.org/docs/reference/api/pandas.crosstab.html 
Linear Regression in Python: https://www.w3schools.com/python/python_ml_linear_regression.asp 
Multiple Regression: https://www.w3schools.com/python/python_ml_multiple_regression.asp 
Polynomial Regression: https://www.w3schools.com/python/python_ml_polynomial_regression.asp 
Gaussian Process Regression: https://www.geeksforgeeks.org/gaussian-process-regression-gpr/ 
Spline Regression: https://www.geeksforgeeks.org/gaussian-process-regression-gpr/ 
Lasso/Ridge Regression: https://www.datacamp.com/tutorial/tutorial-lasso-ridge-regression 
Random Forest Regression: https://builtin.com/data-science/random-forest-python 
KNN Regression: https://docs.kanaries.net/topics/Python/python-knn 
Regression Metrics: https://www.geeksforgeeks.org/regression-metrics/ 
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