
Lecture 13 
 
Time Series Analysis 
Regular and Irregular 
 
Time series analysis in data mining involves the exploration, modeling, and forecasting of data points 
collected over a sequence of time intervals. Time series data can be found in various domains, including 
finance, economics, meteorology, healthcare, and more. Analyzing time series data typically includes the 
following steps: 
 
Data Collection and Preprocessing: Collect time-stamped data, which can include financial market prices, 
temperature readings, sales figures, patient vital signs, etc. Clean and preprocess the data, addressing 
missing values, outliers, and potential inconsistencies. 
 
Exploratory Data Analysis (EDA): Conduct EDA to gain insights into the data, including examining trends, 
seasonality, and cyclical patterns. Visualize time series data with line plots, scatter plots, histograms, and 
autocorrelation plots. 
 
Time Series Decomposition: Decompose the time series into its constituent components, which often 
include trend, seasonality, and noise. This decomposition helps in understanding the underlying 
patterns. 
 
Model Selection: Choose an appropriate model for time series analysis. Common models include: 
Autoregressive Integrated Moving Average (ARIMA): Suitable for stationary time series data. Seasonal 
Decomposition of Time Series (STL): Incorporates a seasonal component into the decomposition. 
Exponential Smoothing (ETS): Models time series data with an additive or multiplicative error structure. 
Prophet: Developed by Facebook, it's designed for forecasting time series data with daily observations 
that may have missing values and irregular patterns. 
 
Model Fitting: Fit the selected time series model to the data using techniques like maximum likelihood 
estimation. Fine-tune model parameters, including autoregressive order, moving average order, and 
seasonal order for ARIMA models. 
 
Model Validation: Validate the model's performance by comparing the model's predictions to observed 
data. Use metrics such as mean absolute error (MAE), mean squared error (MSE), and root mean 
squared error (RMSE) to assess model accuracy. 
 
Forecasting: Use the trained model to make future predictions. The forecast horizon can vary depending 
on the application, from short-term predictions to long-term forecasting. 
 
Anomaly Detection: Identify unusual patterns or anomalies in the time series data. Anomalies can be 
signs of events like system failures, fraudulent activities, or disease outbreaks. 
 
Seasonal Adjustment: Remove seasonal effects to better analyze underlying trends. This is particularly 
important for applications where seasonality plays a significant role. 
 
Model Performance Monitoring: Continuously monitor the model's performance and update it as new 
data becomes available. Re-evaluate the model periodically to maintain its accuracy. 



Machine Learning Approaches: In some cases, machine learning algorithms like recurrent neural 
networks (RNNs), long short-term memory (LSTM) networks, or convolutional neural networks (CNNs) 
can be used for time series analysis and forecasting. 
 
Causal Inference and Feature Engineering: If you want to understand causal relationships, additional 
feature engineering or causal inference techniques can be employed. Granger causality, time lag analysis, 
and dynamic time warping may be useful. 
 
Time series analysis in data mining allows organizations to extract valuable insights, make informed 
decisions, and forecast future trends based on historical time-stamped data. The choice of techniques 
and models depends on the specific characteristics of the time series data and the objectives of the 
analysis. We looked several times series methods in the final weeks of MTH 325. I refer you to those 
examples for the code. We’ve added some additional time series methods with neural networks in prior 
weeks, as well. 
 
Preprocessing is a crucial step in time series analysis to prepare the data for modeling and analysis. The 
specific preprocessing steps can vary depending on the nature of the time series data and the goals of 
the analysis, but here are some common preprocessing tasks: 
 
Handling Missing Data: Identify and handle missing values in the time series. Options include imputation 
(e.g., filling missing values with interpolation or average values) or removing incomplete records. 
 
Resampling: Adjust the time intervals between data points, if necessary, to ensure uniform intervals. This 
can involve upsampling (adding data points) or downsampling (removing data points). 
 
Data Transformation: Transformations such as differencing (calculating differences between consecutive 
data points) or log transformation can help stabilize variance and make the data more suitable for 
modeling. 
 
Detrending: Remove trends in the data to make it stationary. This can be achieved by differencing the 
data, applying moving averages, or using more advanced methods like seasonal decomposition. 
 
Seasonal Adjustment: Decompose the time series into its components, including trend, seasonality, and 
error terms, and adjust for seasonality effects. Seasonal decomposition of time series (STL) is a common 
technique for this purpose. 
 
Outlier Detection and Handling: Identify and address outliers, which can significantly affect the analysis. 
Outliers can be detected using methods like the Hampel identifier or the Z-score method. 
 
Normalization: Normalize the data to a consistent scale to ensure that features have equal importance in 
modeling. Common approaches include min-max scaling or z-score normalization. 
 
Feature Engineering: Create additional features that might help improve model performance, such as lag 
features (values from previous time steps) or rolling statistics (e.g., moving averages). 
 
Smoothing: Apply smoothing techniques, such as moving averages, to reduce noise in the data and 
emphasize underlying patterns. 
 



Dimensionality Reduction: Reduce the dimensionality of the data by selecting a subset of relevant 
features or using dimensionality reduction techniques like Principal Component Analysis (PCA) for large 
datasets. 
 
Handling Seasonal Data: For data with seasonality, it may be necessary to detrend the data, decompose 
it into trend and seasonality components, and then model these components separately. 
 
Time Alignment: Ensure that the timestamps are correctly aligned and synchronized, especially when 
dealing with data from multiple sources. 
 
Encoding Categorical Data: If your time series data includes categorical variables, you may need to 
encode them into a numerical format to include them in modeling. 
 
Aggregation and Binning: In some cases, it may be beneficial to aggregate data over longer time intervals 
(e.g., hourly to daily) or use binned data for specific analyses. 
 
Feature Scaling: Depending on the modeling techniques used, feature scaling may be necessary. For 
instance, when working with machine learning models, scaling the features can improve model 
performance. 
 
Check for Autocorrelation: Examine the autocorrelation function (ACF) and partial autocorrelation 
function (PACF) plots to identify autocorrelation patterns that may require differencing or lag features. 
 
The specific preprocessing steps and techniques used will depend on the characteristics of the time 
series data, the goals of the analysis, and the chosen modeling approach. The aim of preprocessing is to 
prepare the data in a way that makes it more amenable to analysis and modeling, while preserving 
important temporal patterns and structures. 
 
Exploratory Data Analysis (EDA) is a crucial step in understanding the characteristics and patterns within 
time series data, whether the data is regular (with evenly spaced time intervals) or irregular (with 
unevenly spaced time intervals). EDA methods can help uncover trends, seasonality, outliers, and other 
important features of the time series. While many EDA techniques are applicable to both regular and 
irregular time series data, some methods are more relevant and effective for one type of data or the 
other. 
 
For Regular Time Series Data: Regular time series data, with evenly spaced time intervals, is typically 
easier to work with and lends itself to certain EDA methods: 
 
Line Plots: Line plots are highly effective for visualizing regular time series data. They provide a clear 
representation of the data over time, making it easier to identify trends, seasonality, and patterns. 
 
Autocorrelation and Partial Autocorrelation Plots: These plots are useful for assessing the temporal 
dependence within the time series. Autocorrelation plots can reveal lags at which the series correlates 
with itself, which is important for choosing lag values in models like ARIMA. 
 
Seasonal Decomposition: Seasonal decomposition of time series (STL) or similar methods can help 
separate the time series into its trend, seasonal, and residual components. 
 



Histograms and Density Plots: These plots can help you assess the distribution of values within the time 
series. You can check for normality, skewness, or multimodality. 
 
Box Plots: Box plots can help identify outliers and assess the distribution of the data within different time 
periods (e.g., across seasons or years). 
 
Lag Plots: Lag plots, also known as scatter plots of the time series against its lagged values, can reveal 
relationships and dependencies between time points. 
 
For Irregular Time Series Data: Irregular time series data, with unevenly spaced time intervals, poses 
some unique challenges in terms of EDA. However, certain techniques are still applicable: 
 
Event Plots: Event plots can be used to visualize irregular events, their timing, and their effects on the 
time series. These can be effective for understanding the impact of irregular events or occurrences. 
 
Resampling: One approach is to resample the irregular time series data to create a regular time series by 
aggregating or interpolating data points. Once resampled, you can apply the EDA methods suitable for 
regular data. 
 
Time Between Events: Calculate and visualize the time between irregular events, which can provide 
insights into event patterns and frequency. 
 
Kernel Density Estimation: Kernel density plots can help estimate the probability density function of the 
data, even in the presence of irregular time intervals. 
 
Event Count Histograms: Create histograms to visualize the distribution of event counts within different 
time intervals, which can help understand patterns in irregular data. 
 
The choice of EDA methods depends on the specific characteristics of your time series data and the 
questions you want to answer. In many cases, adapting regular EDA techniques to irregular data may 
require preprocessing steps, such as resampling or event-based analysis, to make the data more 
amenable to traditional EDA methods. 
 
Common time series modeling methods have their own advantages and disadvantages, which make 
them suitable for different scenarios and data characteristics. Here's an overview of some of the most 
frequently used time series modeling methods and their pros and cons: 
 
1. Autoregressive Integrated Moving Average (ARIMA): 
Advantages: 

• Effective for modeling stationary time series data with clear linear patterns. 

• Handles both trend and seasonality. 

• Well-understood and interpretable model. 
Disadvantages: 

• Limited ability to capture complex patterns or non-linearity. 

• May not perform well on non-stationary data without differencing. 
 
2. Seasonal Decomposition of Time Series (STL): 
Advantages: 



• Separates a time series into trend, seasonal, and residual components, making it suitable for 
time series with clear seasonality. 

• Provides interpretable components for analysis. 
Disadvantages: 

• May not handle complex non-linear patterns. 

• Requires careful handling of the decomposition components for modeling. 
 
3. Exponential Smoothing (ETS): 
Advantages: 

• Handles seasonality and trend effectively. 

• Provides methods for adjusting to different error structures (additive or multiplicative). 
Disadvantages: 

• Limited ability to capture complex non-linear patterns. 

• May not perform well on data with irregular seasonality. 
 
4. Prophet: 
Advantages: 

• Designed for modeling time series with daily observations that may have missing values and 
irregular patterns. 

• Accounts for holidays and special events. 
Disadvantages: 

• Less suitable for high-frequency data. 

• May require additional preprocessing for some datasets. 
 
5. GARCH (Generalized Autoregressive Conditional Heteroskedasticity): 
Advantages: 

• Suitable for modeling volatility in financial time series data. 

• Handles changing conditional variances. 
Disadvantages: 

• Typically used for modeling a specific aspect of time series data (volatility) rather than the 
entire series. 

• Complex models can be computationally intensive. 
 
6. Long Short-Term Memory (LSTM) Networks: 
Advantages: 

• Capable of modeling complex non-linear patterns and long-range dependencies. 

• Can handle irregular time intervals. 
Disadvantages: 

• Requires a larger amount of data for training. 

• More complex to implement and tune. 

• Can be computationally expensive. 
 
7. Seasonal Autoregressive Integrated Moving Average (SARIMA): 
Advantages: 

• Effective for modeling time series data with both trend and seasonality. 
Disadvantages: 

• May be less flexible in capturing non-linear patterns compared to machine learning models. 



 
8. Vector Autoregression (VAR): 
Advantages: 

• Suitable for modeling relationships between multiple time series variables. 
Disadvantages: 

• Complexity increases as the number of variables in the system grows. 

• Interpretability may be challenging. 
 
9. Random Forests and Gradient Boosting Machines: 
Advantages: 

• Effective for capturing complex patterns and interactions in time series data. 

• Can handle large datasets and high-dimensional feature spaces. 
Disadvantages: 

• May require extensive hyperparameter tuning. 

• Interpretability can be limited. 
 
The choice of a time series modeling method depends on the specific characteristics of the data and the 
goals of the analysis. Often, a combination of different modeling techniques and methods may be 
necessary to address various aspects of a complex time series dataset. Moreover, it's important to 
consider the trade-offs between model simplicity, interpretability, and the ability to capture complex 
patterns when selecting a method. 
 
Time series models are fitted and validated through a series of steps that involve selecting an 
appropriate model, estimating model parameters, and evaluating model performance. Here's a general 
process for fitting and validating time series models: 
 
1. Data Splitting: Split the time series data into training and testing sets. The training set is used to build 
the model, while the testing set is reserved for evaluating the model's performance. The split should be 
sequential, with older data in the training set and newer data in the testing set. 
 
2. Model Selection: Choose an appropriate time series model based on the characteristics of the data. 
Common models include ARIMA, seasonal decomposition of time series (STL), exponential smoothing 
(ETS), GARCH, or machine learning models like LSTM or random forests. 
 
3. Model Fitting: Estimate the model parameters using the training data. For linear models like ARIMA, 
parameter estimation is typically done through maximum likelihood estimation. Machine learning 
models require training using appropriate algorithms. 
 
4. Hyperparameter Tuning: If the chosen model has hyperparameters (e.g., order of differencing, lag 
values, seasonal periods), these hyperparameters may need to be tuned to optimize model 
performance. Cross-validation or grid search can be used for hyperparameter tuning. 
 
5. Model Evaluation: Evaluate the model's performance on the testing set using appropriate evaluation 
metrics. Common metrics include mean squared error (MSE), root mean squared error (RMSE), mean 
absolute error (MAE), and others relevant to the problem domain. 
 



6. Residual Analysis: Examine the residuals (the differences between predicted and actual values) to 
ensure they are independent and normally distributed. Autocorrelation and partial autocorrelation plots 
can help identify any remaining patterns in the residuals. 
 
7. Backtesting (if applicable): For forecasting models, it's common to use backtesting. In backtesting, the 
model is retrained periodically with newly available data to assess its ongoing performance. This is 
particularly important for time series forecasting models. 
 
8. Model Updating: If the model's performance is not satisfactory, consider updating the model by 
adjusting its hyperparameters, choosing a different model, or incorporating new features. 
 
9. Model Interpretation: Interpret the model parameters and the patterns it has learned, if applicable. 
This step is essential for understanding the relationship between the variables and deriving actionable 
insights. 
 
10. Reporting and Documentation: Document the entire modeling process, including model selection, 
parameter estimates, evaluation results, and any assumptions made during the analysis. Clear 
documentation is crucial for reproducibility and model maintenance. 
 
11. Deployment (if applicable): If the model is for real-time prediction or decision-making, deploy it in a 
production environment, ensuring it can handle incoming data and provide ongoing predictions. 
 
12. Monitoring (if applicable): Continuously monitor the model's performance in the production 
environment and retrain or update it as needed to account for changing data patterns. 
 
Time series models may need to be refitted periodically as new data becomes available. Continuous 
monitoring and model maintenance are particularly important in applications where the time series is 
subject to drift or evolving patterns. 
 
In some cases, more advanced validation techniques like cross-validation or time series cross-validation 
(TSCV) may be used, depending on the specific modeling task and data availability. Cross-validation is 
helpful for assessing a model's generalization performance when working with limited data. 
 
Resources: 

1. https://a-little-book-of-r-for-time-series.readthedocs.io/en/latest/src/timeseries.html 
2. https://www.geeksforgeeks.org/time-series-analysis-in-r/ 
3. https://www.analyticsvidhya.com/blog/2015/12/complete-tutorial-time-series-modeling/ 
4. https://rc2e.com/timeseriesanalysis 
5. https://rpubs.com/odenipinedo/time-series-analysis-in-R 
6. https://www.simplilearn.com/tutorials/data-science-tutorial/time-series-forecasting-in-r 
7. https://r-statistics.co/Time-Series-Analysis-With-R.html 
8. https://www.tutorialspoint.com/r/r_time_series_analysis.htm 
9. https://discuss.analyticsvidhya.com/t/time-series-forecasting-for-irregular-time-series-in-

r/17574 
10. https://www.sciencedirect.com/science/article/pii/S1474667016360384 
11. https://domino.ai/blog/time-series-with-r 
12. https://lbelzile.github.io/timeseRies/notes-on-irregular-time-series-and-missing-values.html 
13. https://a-little-book-of-r-for-time-series.readthedocs.io/en/latest/src/timeseries.html  
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Lecture 14 
 
Validating Models 
Cross Validation 
ROC 
 
Cross-validation is a widely used technique in data mining and machine learning for assessing the 
performance and generalization ability of predictive models. It helps in estimating how well a model will 
perform on unseen data, which is crucial for model selection and hyperparameter tuning. Here's how 
cross-validation is used in data mining: 
 
1. Model Evaluation: Cross-validation is primarily used to evaluate the performance of a predictive 
model. This is essential to ensure that the model is not just memorizing the training data but is capable 
of generalizing to new, unseen data. 
 
2. Splitting the Dataset: The first step in cross-validation is to divide the dataset into two or more 
subsets: typically a training set and a validation (or testing) set. The training set is used to build the 
model, while the validation set is reserved for evaluating the model. 
 
3. k-Fold Cross-Validation: The most common form of cross-validation is k-fold cross-validation, where 
the dataset is divided into k equally sized "folds" or subsets. The model is trained on k-1 folds and 
validated on the remaining fold, repeating this process k times (once for each fold). 
 
4. Repeated Cross-Validation: For added robustness, cross-validation can be repeated multiple times 
with different random splits. This is known as repeated k-fold cross-validation. 
 
5. Leave-One-Out Cross-Validation (LOOCV): In LOOCV, each data point is used as a validation set while 
the remaining data points are used for training. This process is repeated for every data point in the 
dataset. 
 
6. Model Assessment: After cross-validation is complete, performance metrics (e.g., accuracy, precision, 
recall, F1 score, or mean squared error) are computed for each fold or repetition. These metrics are 
aggregated to provide an overall estimate of the model's performance. 
 
7. Hyperparameter Tuning: Cross-validation is valuable for hyperparameter tuning. By assessing the 
model's performance over various combinations of hyperparameters, you can select the best 
hyperparameters for your model. 
 
8. Model Comparison: Cross-validation allows for the comparison of multiple models to determine 
which one performs the best. This is particularly useful when choosing between different algorithms or 
architectures. 
 
9. Avoiding Overfitting: Cross-validation helps in detecting overfitting. A model that performs 
exceptionally well on the training data but poorly on the validation data may be overfitting. Cross-
validation can highlight such issues. 
 



10. Assessing Model Stability: By using multiple validation sets (folds or repetitions), cross-validation can 
assess the stability of the model's performance. A model with consistent performance across different 
splits is more likely to generalize well. 
 
11. Reporting Performance Metrics: Cross-validation provides a more reliable estimate of a model's 
performance, making it suitable for reporting results in research papers or practical applications. 
 
Common k-fold values include 5-fold and 10-fold cross-validation, but the choice of k depends on the 
dataset size and the resources available. Cross-validation is a fundamental technique for ensuring the 
robustness and reliability of predictive models in data mining. 
 
The Receiver Operating Characteristic (ROC) curve is a widely used tool in data mining and machine 
learning for evaluating the performance of binary classification models. It provides valuable insights into 
how well a model discriminates between the positive and negative classes and helps in making informed 
decisions regarding model selection and threshold adjustment. Here's how ROC is used in data mining: 
 
Evaluating Model Performance: ROC analysis is used to assess the performance of binary classification 
models. These models include classifiers, such as logistic regression, support vector machines, random 
forests, and more. 
 
Binary Classification: ROC analysis is primarily applicable to binary classification tasks, where the 
objective is to classify data points into one of two categories (e.g., positive/negative, spam/ham, yes/no). 
 
Model Discrimination: ROC evaluates a model's ability to discriminate between the positive and negative 
classes by analyzing the trade-off between true positive rate (sensitivity) and false positive rate (1-
specificity) over a range of classification thresholds. 
 
ROC Curve: The ROC curve is a graphical representation of the model's performance. It plots the true 
positive rate (TPR) on the y-axis against the false positive rate (FPR) on the x-axis for different threshold 
values. Each point on the curve represents a different threshold. 
 
Area Under the Curve (AUC): The area under the ROC curve (AUC) is a summary metric that quantifies 
the overall performance of a classification model. A model with an AUC value closer to 1 has better 
discrimination, while a model with an AUC close to 0.5 is no better than random guessing. 
 
Model Comparison: ROC analysis enables the comparison of multiple models. You can compare two or 
more classifiers by comparing their ROC curves and AUC values. The model with a higher AUC is 
generally considered better at distinguishing between classes. 
 
Threshold Selection: ROC analysis helps in selecting an appropriate threshold for model classification. By 
examining the ROC curve, you can choose a threshold that balances the trade-off between true positives 
and false positives according to the specific needs of the task. 
 
Model Optimization: ROC analysis can be used for model optimization. It aids in identifying optimal 
model settings, such as regularization parameters or feature selection, by assessing their impact on the 
ROC curve and AUC. 
 



Imbalanced Datasets: In scenarios where one class is significantly smaller than the other (class 
imbalance), ROC analysis is particularly useful. It allows you to evaluate a model's performance while 
considering the imbalance and can help in selecting a suitable threshold to address class imbalance. 
 
Performance Reporting: ROC and AUC are commonly reported in research papers, reports, and 
presentations as standard metrics for classification model performance. 
 
Diagnostic Tests: In medical and diagnostic fields, ROC analysis is frequently used to assess the diagnostic 
accuracy of tests, such as medical screenings, by comparing their ability to discriminate between healthy 
and diseased individuals. 
 
ROC analysis is an essential part of model evaluation and selection, especially in binary classification 
tasks. It provides a comprehensive view of a model's performance and helps in making informed 
decisions regarding the model's suitability for a given task. 
 
Other model validation tests were discussed in MTH 325 in the context of regression and classification, 
and these may also be appropriate to employ in some contexts to assess model fit. 
 
Resources: 

1. https://medium.com/unpackai/overview-of-model-validation-d2fc1f1b1c7e 
2. https://datatron.com/what-is-model-validation-and-why-is-it-important/ 
3. https://www.tasq.ai/blog/top-machine-learning-model-validation-techniques/ 
4. https://appen.com/blog/machine-learning-model-validation/ 
5. https://www.geeksforgeeks.org/cross-validation-in-r-programming/ 
6. https://www.r-bloggers.com/2021/10/cross-validation-in-r-with-example/ 
7. http://www.sthda.com/english/articles/38-regression-model-validation/157-cross-validation-

essentials-in-r/ 
8. https://rpubs.com/muxicheng/1004550 
9. https://quantdev.ssri.psu.edu/tutorials/cross-validation-tutorial 
10. https://community.rstudio.com/t/cross-validation-understanding-the-process-and-

implementation/109733 
11. https://www.statology.org/k-fold-cross-validation-in-r/ 
12. https://www.analyticsvidhya.com/blog/2021/03/introduction-to-k-fold-cross-validation-in-r/ 
13. https://www.digitalocean.com/community/tutorials/plot-roc-curve-r-programming 
14. https://rviews.rstudio.com/2019/03/01/some-r-packages-for-roc-curves/ 
15. https://cran.r-project.org/web/packages/plotROC/vignettes/examples.html 
16. https://www.geeksforgeeks.org/plotting-roc-curve-in-r-programming/ 
17. https://library.virginia.edu/data/articles/roc-curves-and-auc-for-models-used-for-binary-

classification 
18. https://plotly.com/r/roc-and-pr-curves/ 
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